In this paper, we describe our system for detecting adverse reactions from tweets, a task organized as part of Pacific Symposium of Biocomputing - Social Media Mining Shared Task. The shared task primarily involves detection of tweets containing adverse drug reactions (ADR). For this purpose, the organizers provided tweets (with and without describing adverse drug reactions) 7754, 2349, and 4895 for training, development and test dataset respectively. Two main challenges for this task were 1) informal sentences (misspelling, incorrect grammar, incomplete sentences) 2) unbalanced distribution of the classes (11% of tweets in the training dataset contained ADR). To address the first issue, we used fuzzy matching instead of exact match search to detect drug names and side effects in tweets. To solve the second issue, we employed an
ensemble classifier, comprising 9 different classifiers training each of them on selected equal numbers of positive and negative instances.

2. Related Works

In the current era of information technology, patients often post their experiences with conditions and medications to social media websites, which provides a valuable resource to study and analyze their perspectives [3]. One use of this resource is mining signals of ADRs. There have been several efforts to identify ADR in users’ posts. Leman et al. [4] studied a medical forum to identify reported adverse drug events. They generated a collection of patients’ posts and annotated the posts manually. Using natural language processing methods and machine learning techniques, they implemented a classifier to identify adverse drug reactions in the posts. Chee et al. [5] conducted a study on patients’ posts on Health and Wellness Yahoo! Groups to identify drugs for further FDA scrutiny. They applied common natural language processing methods to predict adverse drug events. Freifeld et al. [6] evaluated the correlation between adverse drug events reported in Twitter (only 140 characters) and spontaneous reports received by a regulatory agency. Sharif et al. [7] proposed a sentiment classification framework to detect adverse drug reactions in medical blogs and forums. Karimi et al [8] provided a corpus of 1321 medical forum posts on patient reported adverse drug events. In the most recent efforts, Sarker and Gonzalez [9] developed a classifier for detecting adverse drug reactions in users posts using multiple corpus.

3. Method

For this task, we trained a binary classifier to categorize the tweets into two classes, positive (containing ADR) and negative (without ADR). As distribution of the classes in the training data is unbalanced, we proposed using an ensemble approach, which includes several classifiers trained with balanced datasets (equal distribution of positive and negative instances). Considering the number of tweets in the training dataset, our system is a set of 9 classifiers. All the classifiers are trained with all the positive instances in the training data and equal number of randomly selected negative instances. This approach is more biased towards positive instances, leading to higher recall and lower precision. As a supplementary measure, we built a list of post-processing rules in order to improve the precision of the system. We used Random Forest (RF), which is a combination of decision tress, as the learning model in all the classifiers. To aggregate the results of all the classifiers, we used common voting approach with different number of threshold.

Another challenge in this task was the informal expression of adverse drug reactions by the tweeters in free text. As tweets are informal, they often contain misspellings, grammatical errors, and incomplete sentences. The grammatical errors make it difficult to use syntactic approaches for finding relation between drugs and side effects. This also reflects in our choice of using Random Forest as the learning model, which is known to handle noisy data[10]. To further smoothen the misspelling of drug names and side effects, we implemented a fuzzy matching to identify any mention of drugs and side effects.

A feature set contains 6470 features is used in all the classifiers. Here is the list:
• **Words**: Unigrams, bi-grams, and tri-grams serve as features for the classifiers. Mutual information, as a feature selection approach, is implemented to select the most meaningful unigrams, bi-grams, and tri-grams.

• **Number of drugs and side effects**: The number of drugs and side effects in tweet is another feature. To recognize drugs and side effects in the tweets, a dictionary of drug names (from DrugBank[11]) and a dictionary of side effects (from public resources) are created. We implemented two methods a) exact b) fuzzy matching (using edit distance) to tag drugs and side effects.

• **Drug-Side effect pairs**: We generated a list of known drug-side effect pairs, and co-occurrence of the pairs in the tweet and used them as feature in the classifiers.

• **Side effects associated to drug class**: A list of side effects related to each drug class is generated and co-occurrence of a drug and a side effect associated to that drug’s class is used as a feature.

• **Sentiment**: The sentiment score of the tweet is computed by the sentiment analysis module provided in LingPipe [12].

• **Negation**: We used an in-built negation detection tool [13] to detect whether the tweet is negated or not.

• **Question in tweet**: Simple rules are implemented to identify the questions in the tweet.

• **Change in tweet’s tone [9]**: Certain features such as sub-ordinate clauses often indicate a change in the tone of the tweet. Identification of such features is helpful in ascertaining the adverse drug reaction mentioned in the tweet. In the following tweet one can observe the change of tone in the tweet:

“I took trazodone last night and it really helped- **but** it was difficult to wake up”

**Results:**

Our system is implemented in Java and we used the Random Forest implementation in Weka [14] in our study. Table 1 shows the result of our system for different threshold.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.3606</td>
<td>0.5013</td>
<td>0.4195</td>
<td>0.8931</td>
</tr>
<tr>
<td>4</td>
<td>0.3918</td>
<td>0.4084</td>
<td>0.4</td>
<td>0.9056</td>
</tr>
<tr>
<td>5</td>
<td>0.4309</td>
<td>0.3474</td>
<td>0.3847</td>
<td>0.9144</td>
</tr>
<tr>
<td>6</td>
<td>0.4590</td>
<td>0.2679</td>
<td>0.3383</td>
<td>0.9193</td>
</tr>
</tbody>
</table>

As the results show, increasing the threshold leads to higher precision and lower recall. Finding the best threshold is one of the challenges in our approach.
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